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Electromagnetic Compatibility in the
Defense Systems of Future Years

(RTO TR-059 / SET-005)

Executive Summary

The recent increasing recognition of EMC problems is based on two facts (detailed below), calling for
an activity of assessment of the state of the art and a forecast of future trends.

The first fact is the increasing number of electronic equipment in every system, and the miniaturization
of the devices that can be achieved by the new technologies. The consequence is the requirement for
higher and higher frequencies and the increased likelihood of interference. The impact on the design at
system level is evident: better tools are needed to estimate the system performance and to specify the
EMC constraints, considering that conventional rules of thumb are inadequate to describe systems
which are electromagnetically complex.

The second fact of concern about EMC in the military environment is related to the coexistence and
harmonization between commercial and military standards. In fact, military standards are mainly
concerned with the immunity of equipment and their operation in the same installation (e.g., aircraft,
fixed station, etc.), with less concern for the ‘external world’. Commercial standards, on the contrary,
seek a ‘pacific’ coexistence of all equipment (i.e., reduced emissions and sufficient immunity).

Airborne platforms are foreseen to increase the number of on-board transmitters for satellite and
ground communications, self defense, monitoring and surveillance systems. The introduction of new
technologies, relying largely on miniaturization and high speed, is triggered by the reduced weight of
the equipment and the increased bandwidth of information processing.

Procurement Agencies may experience difficulties specifying the EMC requirements of next
generation systems, because new technologies involve physical phenomena and frequency ranges of
little concern in the past. The ability to produce correct specifications must rely on the updated
knowledge of the state of the art in technology, and has a great economical impact, since reduce the
risk for over/under specified systems which prove to be costlier.

The study has focussed on three areas of EMC design, development and qualification in future defence
systems. The limitations of existing techniques and standards have been examined and highlighted.
Such limitations cause risks at the present time. However, the risks will increase as a result of changes
in the commercial and technological environment. Potential increases in risk, as a result of these

changes in the absence of research development, have been highlighted. Furthermore,

recommendations on investment in research and development have been made in order to mitigate the
increasing risks.



L a compatibilité &ectromagnétique
des systemes de défense de |'avenir
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Synthese

La reconnaissance croissante actuelle desgmas 'de CEM a pour origine deetats de fait (explio#s ci-
dessous) qui appellent une actvié efinition de l'état actuel des connaissances dans ce domaine, ainsi
gue la pevision des tendances futures.

Le premier fait constatéest le nombre croissant de composaldstroniques ig®es dans chaque sgste,

ainsi que la miniaturisation des dispositilssdfmais permise par les nouvelles technologies. lesulte’

une demande de efquences de plus en plus hautes, assaila probabili¢” accrue d’intedfences.
L'impact sur la conception au niveau sysies esevident : de meilleurs outils sont demasdiourevaluer

les performances des systés et pour ggifier les contraintes CEMtant dona’que lesegles empiriques
traditionnelles ne suffisent plus dcrire des systheselectromagafigues complexes.

Le deuxéme €lément de moccupation dans le domaine de la CEM militaire concerne lee digr’
coexistence et d’harmonisation entre les normes militaires et les normes commerciales. En effet, les normes
militaires portent principalement sur l'immuaitdesequipements et leur fonctionnement au sein d’'une
méme installation (par exempleeranhef, station fixe etc..), et concernent moins le “monderiext”.

Les normes du commerce, visent au contraire la coexistence “pacifique” de I'ensemétpiigesnénts
(c’est-a-dire la €duction deemissions et une immuaitsuffisante).

Le nombre d&€metteurs efopor€s destieS aux communications terrestres et par satalliteutodfense,

et aux systmes de conté et de surveillance doit normalement augmenter. La mise en application de ces
nouvelles technologies, qui prigdient la miniaturisation et la vitesse, s’explique par la maskéte des
équipements et par 'augmentation de la bande passanteeufiligir le traitement de I'information.

Les agences d’achat pourraient rencontrer des diffsutifs de la grification des besoins CEM de la
prochaine ghération de systhes, parce que les nouvelles technologiesiaptrates bandes passantes et
des plehonenes physiques peu connus jusqu’ici. La capabitfablir des sgcifications correctes passe par
des connaissances actuadis'des technologies de pointe, et produit un impemtomique consetable,
car elle permet deeduire le risque de fabrication de gysEs inadquats et par coaguent, plus ageux.

L etude a priviégié les trois aspects de la conception, duetbppement et de la qualification des futurs
sysemes de efense. Les limites des techniques et des normes existante® @xamiees et mises en
évidence. Aujourd’hui, de telles limites ont pour effet deecrdes risques. Mais de tels risques seront plus
nombreuxa’ I'avenir en raison dedvolution de I'environnement commercial et technologique. Les risques
possibles, quiesulteraient de ces changements, en I'absence d'astildt recherche, oag souliges. En
outre, des recommandations @t faites concernant l'investissement en recherchewalappement qui
seraita faire afin d'atthuer les effets de ces risques accrus.
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1. INTRODUCTION AND MOTIVATION

Background

The recent increasing recognition of EMC problems is based on two facts (detailed below), calling for an
activity of assessment of the state of the art and aforecast of future trends.

The first fact is the increasing number of electronic equipment in every system, and the miniaturization of the
devices that can be achieved by the new technologies. The consequence is the requirement for higher and
higher frequencies and the increased likelihood of interference. The impact on the design at system level is
evident: better tools are needed to estimate the system performance and to specify the EMC constraints,
considering that conventional rules of thumb are inadequate to describe systems which are electromagnetically
complex.

The second fact of concern about EMC in the military environment is related to the coexistence and
harmonization between commercial and military standards. In fact, military standards are mainly concerned
with the immunity of equipment and their operation in the same installation (e.g., aircraft, fixed station, etc.),
with less concern for the 'external world'. Commercia standards, on the contrary, seek a 'pacific' coexistence
of al equipment (i.e., reduced emissions and sufficient immunity).

Military Benefit

Airborne platforms are foreseen to increase the number of on-board transmitters for satellite and ground
communications, self defense, monitoring and surveillance systems. The introduction of new technologies,
relying largely on miniaturization and high speed, is triggered by the reduced weight of the equipment and the
increased bandwidth of information processing.

Procurement Agencies may experience difficulties specifying the EMC requirements of next generation
systems, because new technologies involve physical phenomena and frequency ranges of little concern in the
past. The ability to produce correct specifications must rely on the updated knowledge of the state of the art in
technology, and has a great economical impact, since reduce the risk for over/under specified systems which
prove to be costlier.

Objectives

The aobjective of this RSG istwofold.

State of the art of prediction techniquesin EMC

The activity of the RSG will aim at the assessment of the state of the art of the technigques (both analytical and
numerical) that can be used for the prediction of system performance. Open problems which require further
investigation will also be identified.

Commercial vs. military EMC standards: future perspectives

The aim of the RSG is to provide an understanding on how military equipment can operate in aworld ruled by
commercia specifications, and possibly how (and if) commercia standards (which are less expensive for the
industry to fulfill) can be adopted by military organizations.

Summary

The study has focussed on three areas of EMC design, development and qualification in future defence
systems, namely:

Numerical modelling

Test techniques

Published standards

The limitations of existing techniques and standards have been examined and highlighted. Such limitations
cause risks at the present time. However, the risks will increase as a result of changes in the commercia and
technological environment and potential increases in risk as a result of these changes in the absence of
research development, have been highlighted. Furthermore, recommendations on investment in research and
development have been made in order to mitigate the increasing risks.
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2. EXAMINATION OF THE LIMITATIONS OF MODELLING
AND TESTING

21 Description of Generic Processes.

The nature of design, development and qualification in EMC results in a process which is a well balanced
combination of designing within guidelines, modelling and testing at component, equipment and complete
system level. At the present time the balance between testing and modelling is determined by the limitations
of modelling the phenomena. This balance could be shifted with considerable business benefits if modelling
capabilities could be enhanced.

A generic EMC design, development and qualification process that applies to any system is shown in Fig.1.
The diagram shows a progression of stages of maturity of a project down the middle. The EMC activities are
shown in bold shadowed boxes on either side with arrows showing contributions to the various stages of
maturity. The final basis for qualification consists of data of five different forms, namely:

. Whole system test data

. Component & equipment test data

. Documented design guidance data

. Documented concessions against the guidance
. Modelling results

It can be seen that there is a balance of test and modelling activities in the process.
The Role of Modelling.

It can be seen that modelling contributes to the process at al stages. It is used to explore design options at the
conceptual design phase, provide the basis for equipment procurement specifications and engineering design
guides. Later in the programme detailed design options and conflicts are explored using modelling.

Finally, modelling supports the component, equipment and whole system test programmes. Such input
includes support for the design of test rigs, determination of the details of the procedure, exploration of areas
that cannot be tested (once validated) and provision of corrections to remove the effects of the test conditions.

The Role of Testing.

Therole of testing at the present timeis larger than is desirable as aresult of the lack of capability availablein
modelling. If the modelling had a wider bandwidth capability it could be used for all examination of the linear
transfer functions and testing could be limited to validating the modelling and exploration of the system
behaviours involving non-linearity and active component upset behaviour. However, due to present
limitations testing must also be used to explore the higher frequency transfer functions above 100MHz.
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22 Numerical modelling and present limitations.

Computer techniques have revolutionized the way in which electromagnetic problems are analyzed. Antenna
and microwave engineers rely heavily on computer methods to analyze and help evaluate new designs or
design modifications. Although most EM problems ultimately involve solving only one or two partia
differential equations subject to boundary constraints, very few practical problems can be solved without the
aid of acomputer.

Computer methods for analyzing problems in electromagnetics generally fall into one of three categories,
analytical technigues, numerical techniques, and expert systems. Analytical techniques make simplifying
assumptions about the geometry of a problem in order to apply a closed-form solution. Numerical techniques
attempt to solve fundamental field equations directly, subject to the boundary constraints posed by the
geometry. Expert systems do not actually calculate the field directly, but instead estimate values for the
parameters of interest based on arules database.

A number of computer programs based on analytical techniques are available to the EMC engineer. Some are
very simple and run on persona computers. Others are very elaborate and run on supercalculators. Analytical
techniques can be a useful tool when the important EM interactions of the configuration can be anticipated.
However, most EMC problems of interest are simply too unpredictable to be modeled using this approach.
Expert systems approach a problem in much the same way as a quick-thinking, experienced EM engineer with
a calculator would approach it. As system design and board layout procedures become more automated, expert
system EM software will certainly play an important réle. Neverthless, expert systems are no better than their
rules database and it is unlikely that they will ever be used to model or understand, for example, the complex
EM interactions that cause EMI sources to radiate.

Numerical techniques generally require more computation than anlytical techniques or expert systems, but
they are very powerful EM analysis tools. Without making a priori assumptions about which field interactions
are most significant, numerical techniques analyze the entire geometry provided as input. They calculate the
solution to a problem based on a full-wave analysis.

A number of different numerical techniques for solving electromagnetic problems are available. Each
numerical technique is well-suited for the analysis of a particular type of problem. The numerical technique
used by a particular EM analysis program plays a significant role in determining what kinds of problems the
program will be able to analyze.

This report reviews and summarize the main numerical electromagnetic modeling techniques that can be used
for analyzing electromagnetic configurations. Several references are cited to aid the reader who wishes to
investigate a particular technique in more detail.

Modeling choices in computational el ectromagnetics

Classification of electromagnetic problems

Problem classification is an important concept because the genera theory and methods of solution usualy
apply only to a given class of problems. Classifying EM problems will help engineers to answer the question
of what method is best for solving a given problem. Continuum problems are categorized differently
depending on the particular item of interest, which could be one of these:

* The solution region,

* The nature of the equation describing the problem,

* The associated boundary conditions.

It isevident that these classifications are sometimes not independent of each other.

Classification of solution regions

In terms of the solution region or problem domain, the problem could be an interior problem, also variably
called an inner, closed, or bounded problem, or an exterior problem, also variably called an outer, open, or
unbounded problem.

Consider the solution region R with boundary S, as shown in figure 2.1. If part or all of Sis at infinity, Ris
exterior/open, otherwise R is interior/closed. For example, wave propagation in a waveguide is an interior
problem, whereas while wave propagation in free space, scattering of EM waves by raindrops, and radiation
from a dipole antenna are exterior.



A problem can also be classified in terms of the electrical, constitutive properties (g, &, ) of the solution
region. This solution region could be linear (or nonlinear), homogeneous (or inhomogeneous), and isotropic
(or anisotropic).

an,

Figure 2.1: Solution region Rwith boundary S.

Classification of differential equations
EM problems are classified in terms of the equations describing them. The equations could be differential or
integral or both. Most EM problems can be stated in terms of an operator equation :

Ld =g (2-1)

where L is an operator (differential, integral, or integro-differentia), g is the known excitation or source, and
@ is the unknown function to be determined.

EM problemsinvolve linear, second-order differential equations. In general, a second-order partia differential
equation (PDE) isgiven by :

adz¢+bdzq)+cdz¢+d@+ea—¢+fq> = 2-2
0)(2 ax&y ‘?)/2 dx W _g ( )

The coefficients a, b, and ¢ in general are functions of coordinates x and y ; they may also depend on @ itself,
in which case the PDE is said to be nonlinear. Since most EM problems involve linear PDE, a, b, and ¢ will
be regarded as constants. A PDE in which g(x,y) in equation (2-2) equals zero is termed homogeneous; it is
inhomogeneous if g(x,y) # 0. Notice that equation (2-2) has the same form as equation (2-1), where L isnow a
differential operator given by :

0° 0° 0° 7 0
FY +b0xo7y +C<9y2 +d& +e5 +f =g (2-3)

L=a

A PDE in genera can have both boundary values and initial values. PDEs whose boundary conditions are
specified are called steady-state equations. If only initial values are specified, they are called transient
equations.

Any linear second-order PDE can be classified as dliptic, hyperbolic, or parabolic depending on the
coefficients a, b, and c. Equation (2-2) issaid to be :

Ellipticif b* —4ac <0
Hyperbolic if b* - 4ac >0 (2-4)
Parabolicif b> —4ac =0



The terms hyperbolic, parabolic, and elliptic are derived from the fact that the quadratic equation :
ax’ +bxy+cy’ +dx+ey+ f =0 (2-5)

represents a hyperbola, parabola, or ellipseif b? —4ac is positive, zero, or negative, respectively.

Elliptic PDEs are associated with steady-state phenomena, i.e., boundary-value problems. Typical examples of
this type of PDE include Laplace's equation and Poisson's equation. An elliptic PDE usually models an
interior problem, and hence the solution region is usually closed or bounded.

Hyperbolic PDEs arise in propagation problems. The solution region is usually open so that a solution
advances outward indefinitely from initial conditions while always satisfying specified boundary conditions.
Parabolic PDEs are generally associated with problems in which the quantity of interest varies slowly in
comparison with the random motions which produce the variations. The most common parabolic PDE is the
diffusion equation in one dimension. Like hyperbolic PDE, the solution region for parabolic PDE is usualy
open. The initial and boundary conditions typically associated with parabolic equations resemble those for
hyperbolic problems except that only one initial condition at t = 0 is necessary since the equation is only first
order in time. Also, parabolic and hyperbolic equations are solved using similar techniques, whereas elliptic
equations are usually more difficult and require different techniques.

The type of problem represented by equation (2-1) is said to be deterministic, since the quantity of interest can
be determined directly. Another type of problem where the quantity is found indirectly is called
nondeterministic or eigenvalue. The standard eigenproblemis of the form:

L =D (2-6)

where the source term in equation (2-1) has been replaced by A® . A more general version is the generalized
eigenproblem having the form :

Ld = AMD (2-7)

where M, like L, is a linear operator for EM problems. In equations (2-6) and (2-7), only some particular
values of A called eigenvalues are permissible ; associated with these values are the corresponding solutions @
called eigenfunctions. Eigenproblems are usually encountered in vibration and waveguide problems where the
eigenvalues A correspond to physical quantities such as resonance and cutoff frequencies, respectively.

Classification of boundary conditions

The problem consists of finding the unknown function @ of a partial differential equation. In addition to the
fact that @ satifies (2-1) within a prescribed solution region R, @ must satisfy certain conditions on S, the
boundary of R. Usually these boundary conditions are of the Dirichlet and Neumann types. Where a boundary
has both, a mixed boundary condition is said to exist.

- Dirichlet boundary condition :

®d(r)=0, ronsS (2-8)
- Neumann boundary condition:

o(r) _

2-9
n 0, ronS (2-9)

i.e., the normal derivative of @ vanisheson S



- Mixed boundary conditions:

%(r)+ h(r)®(r) =0, ron S (2-10)

where h(r) is a known function and is the directional derivative of @ aong the outward normal to the

boundary S i.e.:

— =@ a, (2-11)

where a, isa unit normal directed out of R. Note that the Neumann boundary condition is a specia case of the
mixed condition with h(r) = 0. The conditions in equations (2-8) to (2-10) are called homogeneous boundary
conditions. The more general ones are the inhomogeneous :

Dirichlet :
®(r)=p(r), ronsS (2-12)
Neumann :
op(r) _
o q(r), ronsS (2-13)
Mixed :
éq;(qr) +h(r)®(r) =w(r), ron S (2-19)

where p(r), g(r), and w(r) are explicitly known functions on the boundary S. For example, @(0) = 1 is an
inhomogeneous Dirichlet boundary condition, and the associated homogeneous counterpart is @(0) = 0. Also
@ (1) = 2and @ (1) = 0 are, respectively, inhomogeneous and homogeneous Neumann boundary conditions.
In electrostatics, for example, if the value of electric potentia is specified on S, we have Dirichlet boundary

ov
condition, wheress if the surface charge (o, = D, = 8%) is specified, the boundary condition is Neumann.

The problem of finding a function @ that is harmonic in a region is called Dirichlet problem (or Neumann
17,
problem) if @ (or %) is prescribed on the boundary of the region.

It is worth observing that the term « homogeneous » has been used to mean different things. The solution
region could be homogeneous meaning that o, & and u are constant within R; the PDE could be
homogeneous if g = 0 so that L@ = 0 ; and the boundary conditions are homogeneous when p(r) = g(r) = w(r)
=0.

Alter native modeling approaches available for CEM
There are four major, first principles, models in computational electromagnetics, given by:

Frequency Domain Integral Equation (FDIE) models remain the most widely studied and used models; they
were the first to receive detailed devel opment.

Frequency Domain Differentia Equation (FDDE) models, whose use has also increased considerably in
recent years, although most work to date has emphasized |ow-frequency applications.



Time Domain Differential Equation (TDDE) models, the use of which has increased tremendously over the
past severa years, primiraly as aresult of much and faster computers.

Time Domain Integral Equation (TDIE) models, athough available for more than 30 years, have gained
increased attention in the past decade. The recent advances in this area make these methods very attractive for
alarge variety of applications.

It is worth mentioning several of the advantages in performing time domain modeling. First, wide band data
are made available from one model computation as opposed to the frequency domain approach, in which
many frequency samples are required to obtain the equivalent data. Second, it provides a more straightforward
approach in modeling impedance nonlinearities in the time domain. Third, time domain models can handle
time variations of load impedances.

Besides physical interpretability, there are two basic reasons for modeling in the time domain which provide a
distinct advantage in most applications in which transient results are available:

- The first reason is the computational efficiency: For certain problems and/or approaches, fewer arithmetic
operations are required when performed in the time domain. For example, in applications in which the early
time peak response of an object to an impulsive field is sought, a time domain model offers an intrinsically
more efficient approach compared to a frequency domain model, which requires frequency samples across a
broad bandwidth followed by a Fourier (or other) transform to obtain the desired result. When seeking
broadband information, a time domain model is also a more natural choice because it provides a transient
response whose bandwidth is limited only by the frequency content of the excitation and the time and space
sampling used in developing the model. In addition, time domain models may offer a naturally better match to
massively parallel computer architectures than do frequency domain models.

- The second reason is the problem requirement: Problems that involve nonlinear or components can usualy
be modeled in a more straightforward and efficient manner in time domain, as can problems involving time-
varying media and components. An additional benefit of time domain modeling is that time gating can be used
in modeling, as in measurements, to remove the effects of unwanted reflections or to simulate larger objects.
An example of the latter application is that of replacing an infinite cylindrical antenna model with a three-
dimensional (3D) wire model whose behavior at a midpoint feed at early times, prior to end reflections, will
be identical to that of an infinite structure [2-1]. Finally, body resonances, or singularity expansion method
(SEM) poles, may be computed more directly from atime domain model.

Evolution of Time Domain Modeling

Representative examples of the growing variety of time domain research include the original TDDE approach
by Yee [2-2] which forms the basis of the widely used finite-difference time domain (FDTD) model. An
extensive survey of the application of this method is available [2-3]. A related application of a TDIE to
acoustics was presented by Mitzner [2-4]. This work was closely followed by TDIE EM applications [2-5 to
2-8]. An dternative implementation of TDDE models was shortly thereafter initiated as the transmission-line
method (TLM) by Johns and Beurle [2-9]. Recently, TD versions of the method of lines (TDML) and the
geometrical theory of diffraction (TDGTD) were presented by Nam et a. [2-10] and Veruttipong [2-11],
respectively. It seems likely that TD versions of other modeling approaches can also be expected to be
devel oped.

Accompanying this initial research into TD CEM models was continuing work of a more analytical nature,
including a series of papers in the early 1960s, one of which was a study by Brundell [2-12] on transient
current waves propagating azimuthally around an infinite circular cylinder. Related papers by Wu [2-13] and
Einarsson [2-14] investigated the impulse response of an infinite dipole antenna. Another fundamental
analytical study of antennas excited by impulsive sources was presented by Franceschetti and Papas [2-15],
Tijhuis et al. [2-16] reexamined a classical problem, the transient response of athin, straight wire.

An increasing amount of TDIE modeling has followed. For example, Miller et al. [2-17] emphasized wire
applications of the electric field IE (EFIE) which is further developed together with surface modeling using
the magnetic field IE (MFIE) [2-18]. Other examples of developing TD models include Lui and Mei [2-19],
Bennett [2-20 to 2-21], Bennett and Mieras [2-22 to 2-23], Gomez et a. [2-24], Marx [2-25], Bretones et a.
[2-26], Gomez et al. [2-27 to 2-28], Rao and Wilton [2-29], Vechinski et al. [2-30 to 2-31] and Walker et al.
[2-32 to 2-33]. Application examples have grown commensurately, as demonstrated by some nonlinear
modeling [2-34 to 2-35], and as illustrated by using the time-gating feature of TD modeling for simulating
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infinite structures with a 3D wire model [2-1]. Selective overviews of this early TD research are given by
Bennett and Ross [2-36], Miller and Landt [2-37], and Miller [2-38 to 2-39].

Althrough the literature devoted to time domain EM is rapidly expanding, there are few books devoted to the
topic. Three edited books are by Felsen [2-40], Rao [2-41] and Miller [2-42]. The two former cover a variety
of topics in time domain modeling and analysis, whereas the later systematically addresses the topic of time
domain measurements in Electromagnetics together with an associated discussion of modeling and signal
processing applications. Also, books by Kunz and Lubbers [2-43] and Taflove [2-44] are devoted exclusively
to the FDTD formulation, whereas the TLM is the topic of a book by Christopoulos [2-45]. Recent edited
books devoted to arelated topic, ultra-wideband EM, include Noél [2-46], Bertoni et al. [2-47], and Taylor [2-
48], whereas Lamensdorf and Susman [2-49] presented work on pulsed antennas.

Finite Element Methods

The finite element method (FEM) has its origin in the field of structural analysis. Although the earlier
mathematical treatment of the method was provided by Courant [3-1] in 1943, the method was not applied to
electromagnetic (EM) problems until 1968. Since then the method has been employed in diverses areas such
as waveguide problems, electric machines, semiconductor devices, microstrips, and absorption of EM
radiation by biological bodies. For a review of the historical development of FEM, the interested reader is
referred to textbooks that are exclusively devoted to the FEM.

Although the finite difference method (FDM) and the method of moments (MOM) are conceptually simpler
and easier to program than the finite element method (FEM), FEM is a more powerful and versatile numerical
technique for handling problems involving complex geometries and inhomogeneous media. The systematic
generality of the method makes it possible to construct genera -purpose programs for solving a wide range of
problems. Consequently, programs developed for a particular discipline have been applied successfully to
solve problemsin adifferent field with little or no modification [3-2].

Electrical engineers use finite element methods to solve complex, nonlinear problems in magnetics and
electrostatics. Until recently however, very little practical modeling of 3-dimensional electromagnetic
radiation problems was performed using this technique. There were two reasons for this. First, practical three-
dimensional vector problems require significantly more computation than two-dimensional or scalar
problems. Second, spurious solutions known as vector parasites often result in unpredictable, erroneous
results. However, recent developments in this field [3-3, 3-4] appear to have solved the vector parasite
problem. An increasing availability of computer ressources coupled with a desire to model more complex
electromagnetic problems has resulted in a wave of renewed interest in finite element methods to solve EM
radiation problems.

The first step in finite-element analysis is to divide the configuration into a number of small homogeneous
pieces or elements. An example of a finite-element model is shown in figure 3-1. The model contains
information about the device geometry, material constants, excitations and boundary constraints. The elements
can be small where geometric details exist and much larger elsewhere. In each finite element, a smple (often
linear) variation of the field quantity is assumed. The corners of the elements are called nodes.

>

Structure Geometry Finite-Element Model
Figure 3.1: Finite-Element Modeling Example.
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The finite element analysis of any problem involves basically four steps [3-5]:

- Discretizing the solution region into finite number of subregions or elements,

- Deriving governing equations for atypical element,

- Assembling of al elementsin the solution region, and

- Solving the system of equations obtained.

Most finite element methods are variational techniques. Variational methods work by minimizing or
maximizing an expression that is known to be stationary about the true solution. Generally, finite-element
analysis techniques solve for the unknown field quantities by minimizing an energy functional. The energy
functional is an expression describing al the energy associated with the configuration being analyzed. For 3-
dimensional, time-harmonic problems this functional may be represented as.

o U de I
J 2 2 2w

dv (3-1)

The first two termsin the integrand represent the energy stored in the magnetic and electric fields and the third
term is the energy dissipated (or supplied) by conduction currents.

Expressing H in terms of E and setting the derivative of this functional with respect to E equal to zero, an
equation of the form f(J,E) = 0 is obtained. A k™-order approximation of the function f is then applied at each
of the N nodes and boundary conditions are enforced, resulting in the system of equations:
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The values of Jon the left-hand side of this equation are referred to as the source terms. They represent the
known excitations. The elements of the Y-matrix are functions of the problem geometry and boundary
constraints. Since each element only interacts with elements in its own neighborhood, the Y-matrix is
generally sparse. The terms of the vector on the right-hand side represent the unknown electric field at each
node. These values are obtained by solving the system of equations. Other parameters, such as the magnetic
field, induced currents, and power loss can be obtained from the electric field values.

In order to obtain a unique solution, it is necessary to constrain the values of the field at all boundary nodes.
For example, the metal box of the model in figure 3-1 constrains the tangential electric field at all boundary
nodes to be zero. A magjor weakness of the finite element method isthat it is relatively difficult to model open
configurations (i.e. configurations where the fields are not known at every point on a closed boundary).
Various techniques such as ballooning and absorbing boundaries are used in practice to overcome this
defiency. These techniques work reasonably well for 2-dimensiona problems, but so far they are not very
effective for 3-dimensional electromagnetic radiation problems.

The major advantage that finite element methods have over other EM modeling techniques stems from the
fact that the electrical and geometric properties of each element can be defined independently. This permits
the problem to be set up with a large number of small elements in regions of complex geometry and fewer,
larger elements in relatively open regions. Thus it is possible to model configurations that have complicated
geometries and many arbitrarily shaped dielectric regionsin arelatively efficient manner.

Commercial finite element codes [3-6, 3-7] are available that have graphical user interfaces and can determine
the optimum placement of node points for a given geometry automatically. These codes are used to model a
wide variety of electromagnetic devices such as spark plugs, transformers, waveguides, and integrated
circuits.

Specific implementations of three-dimensional electromagnetic finite element codes are described in Ph.D.
dissertations by Maile [3-8] and Webb [3-9]. Silvester and Ferrari [3-10] have written an excellent text on this
subject for electrical engineers.

One of the major difficulties encountered in the finite element analysis of continuum problems is the tedious
and time-consuming effort required in data preparation. Discretization of the continuum involves dividing up
the solution region into subdomains, called finite elements. Figure 3-2 shows some typical elements for one-,
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two-, and three-dimensional problems. Efficient finite element programs must have node and element
generating schemes, referred to collectively as mesh generators. Automatic mesh generation minimizes the
input data required to specify a problem. It not only reduces the time involved in data preparation, it
eliminates human errors introduced when data preparation is performed manually. Combining the automatic
mesh generation program with computer graphics is particularly valuable since the output can be monitored
visually. As the solution regions become more complex than the ones considered previously, the task of
developing mesh generators becomes more tedious. A number of mesh generation algorithms of varying
degrees of automation have been proposed for arbitrary solution domains. Reviews of various mesh
generation techniques can be found in [3-11, 3-12].

@
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Triangle
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Figure 3-2: Typical finite elements:
a) One-dimensional,
b) Two-dimensional,
¢) Three-dimensional.

The basic stepsinvolved in amesh generation are as follows [3-13]:

- Subdivide solution region into few quadrilateral blocks,

- Separately subdivide each block into elements,

- Connect individua blocks.

The accuracy of afinite element solution can be improved by using finer mesh or using higher order el ements
or both. A discussion on mesh refinement versus higher order elements is given by Desai and Abel [3-2]; a
motivation for using higher order elements is given by Csendes in [3-14]. In genera, fewer higher order
elements are needed to achieve the same degree of accuracy in the final results. The higher order elements are
particularly useful when the gradient of the field variable is expected to vary rapidly. They have been applied
with great success in solving EM-related problems [3-10, 3-14 to 3-19].

Hybrid Finite Element Methods

To apply the FEM to exterior or unbounded problems such as open-type transmission lines (e.g., microstrip),
scattering, and radiation problems poses certain difficulties. To overcome these difficulties, severa
approaches [3-20 to 3-30] have been proposed, all of which have strengths and weaknesses. Two common
approaches are the infinite element method and the boundary element method.

The finite element method (FEM) and the method of moments (MOM) have become the two most popular
methods of numerical analysis of electromagnetic problems. The choice between the two numerica
techniques will usually depend on the particular problem, although both are ultimately capable of yielding the
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same information. The two methods result in a set of simultaneous equations. These equations look quite
different from each other, and each set of equations presents its own peculiar problems. Perhaps the best way
to compare MOM with FEM is shown in table 3.1. From the table, it is evident that the two methods have
properties that complement each other. In view of this, hybrid methods have been proposed. These methods
allow the use of both MOM and FEM with the aim of exploiting the strong points in each method.

Method of Moments Finite Element Method
Conceptually easy Conceptually involved
Requires problem-dependent Avoids difficulties associated with
Green’s functions singularity of Green’s functions
Few equations; O(n) for 2-D, Many equations; O(n?) for 2-D,
O(n?) for 3-D O(n3) for 3-D
Only boundary is discretized Entire domain is discretized
Open boundary easy Open boundary difficult
Fields by integration Fields by differentiation
Good representation of Good representation of
far-field condition boundary conditions
Full matrices result Sparse matrices result
Nonlinearity, inhomogeneity Nonlinearity, inhomogeneity
difficult easy

Table: Comparison between Method of Moments and Finite Element Method [3-31]

One of these hybrid methods involves using the so-called boundary element method (BEM). It is a finite
element approach for handling exterior problems [3-26 to 3-30]. It basically involves obtaining the boundary-
integral equation from Green's identity and solving this by a discretization procedure similar to that used in
regular finite element analysis. Since the BEM is based on the boundary integral equivalent to the governing
differential equation, only the surface of the problem domain needs to be modeled. Thus the dimension of the
problem is reduced by one asin MOM. For 2-D problems, the boundary elements are taken to be straight line
segments, whereas for 3-D problems, they are taken as triangular elements. Thus the shape or interpolation
functions corresponding to subsectional basesin the MOM are used in the finite element analysis.

Concluding remarks on FEM

The finite element method has been applied with great success to numerous EM-related problems. Such
applications are :

* Transmission line problems,

 Optical and microwave waveguide problems,

* Electric machines,

» Semiconductor devices,

* Scattering problems,

» Human exposition to EM radiation,

* Others.

Moment Methods

Like finite-element analysis, the method of moments (or moment method) is a technique for solving complex
integral equations by reducing them to a system of simpler linear equations. In contrast to the variational
approach of the finite element method however, moment methods employ a technique known as the method of
weighted residuals. Actually, the terms method-of-moments and method-of-weighted-residuals are
synonymous. Harrington [4-1] was largely responsible for popularizing the term method of moments in the
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field of electrical engineering. His pioneering efforts first demonstrated the power and flexibility of this
numerical technique for solving problems in electromagnetics.

All weighted residual technigues begin by establishing a set of trial solutions functions with one or more
variable parameters. The residuals are a measure of the difference between the trial solution and the true
solution. The variable parameters are determined in a manner that guarantees a best fit of the trial functions
based on a minimization of the residuals.

The equation solved by moment method techniques is generally a form of the electric field integral equation
(EFIE) or the magnetic field integral equation (MFIE). Both of these equations can be derived from
Maxwell's egquations by considering the problem of a field scattered by a perfect conductor (or a lossless
dielectric). These equations are of the form:

EFIE: E=f,J) (4-1)
MFIE: H=f_(J) (4-2)

where the terms on the left-hand side of these equations are incident field quantities and J is the induced
current.

The form of the integral equation used determines which types of problems a moment-method technique is
best suited to solve. For example one form of the EFIE may be particularly well suited for modeling thin-wire
structures, while another form is better suited for analysing metal plates. Usualy these equations are
expressed in the frequency domain, however the method of moments can also be applied in the time domain.
The first step in the moment-method solution process is to expand J as a finite sum of basis (or expansion)
functions:

J=) Jb, (4-3)
; 11
where b; isthei™ basis function and J; is an unknown coefficient.
Next, a set of M linearly independent weighting (or testing) functions, w;, are defined. An inner product of

each weighting function is formed with both sides of the equation being solved. In the case of the MFIE
(Equation 4-2), thisresultsin a set of M independant equations of the form:

ENJ- ,HD: RN (JE J =1.2,....M (4_4)

J?'m

By expanding J using equation (4-3), we obtain a set of M equationsin M unknowns:

M
W, ,HCE lew. f (J,,b,)0 i=1,2,...M (4-5)

jrim

This can be written in matrix form as:

[Hl =[Z] ] (4-6)
where: Z, =, f (k)0
J, =
H, =0V H,,0

The vector H contains the known incident field quantities and the terms of the Z-matrix are functions of the
geometry. The unknown coefficients of the induced current are the terms of the J vector. These values are
obtained by solving the system of equations. Other parameters such as the scattered electric and magnetic
fields can be calculated directly from the induced currents.

Depending on the form of the field integral equation used, moment methods can be applied to configurations
of conductors only, homogeneous dielectrics only, or very specific conductor-dielectric geometries. Moment
method techniques applied to integral equations are not very effective when applied to arbitrary configurations
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with complex geometries or inhomogeneous dielectrics. They also are not well-suited for analyzing the
interior of conductive enclosures or thin plates with wire attachments on both sides [4-2].

Neverthel ess, moment method techniques do an excellent job of analyzing a wide variety of important three-
dimensional electromagnetic radiation problems. General purpose moment method codes are particurlarly
efficient at modeling wire antennas or wires attached to large conductive surfaces. They are widely used for
antenna and electromagnetic scattering analysis. Several non-commercial general-purpose moment-method
computer programs are available [4-3, 4-4].

Concluding remarks on MOM

The method of moments is a powerful numerical method capable of applying weighted residual techniques to
reduce an integral equation to a matrix equation. The solution of the matrix equation is usualy carried out via
inversion, elimination, or iterative techniques. Although MOM is commonly applied to open problems such as
those involving radiation and scattering, it has been successfully applied to closed problems such as
waveguides and cavities.

General concepts on MOM are covered in [4-5] and [4-6]. Clear and elementary discussions on the |Es and
Green's functions may be found in [4-7 to 4-13]. For further study on the theory of the method of moments,
one should see [4-1, 4-5, 4-8, 4-14, 4-15].

The number of problems that can be treated by MOM is endless. The following problems represent typical
EM-related application areas:

* Electrostatic problems,

» Wire antennas and scatterers,

» Scattering and radiation from bodies of revolution,

» Scattering and radiation from bodies of arbitrary shape,

* Transmission lines,

* Aperture problems,

* Biomagnetic problems.

A number of user-oriented computer programs have evolved over the years to solve electromagnetic integral
equations by the method of moments. These codes can handle radiation and scattering problems in both the
frequency and time domains. Reviews of the code may be found in [4-16 to 4-18]. The most popular of these
codes is the Numerical Electromagnetic Code (NEC) developed at the Lawrence Livermore National
Laboratory [4-16, 4-19]. NEC is a frequency domain antenna modeling FORTRAN [V code applying the
MOM to IEs for wire and surface structures. Its most notable features are probably that it is user oriented,
includes documentation, and is available; for these reasons, it is being used in public and private ingtitutions.
A compact version of NEC is the mini-numerical electromagnetic code (MININEC) [4-20], which is intented
to be used in personal computers.

It is important that we recognize the fact that MOM is limited in applications to radiation and scattering from
bodies that are electrically large. The size of the scatterer or radiator must be of the order of A% This is
because the cost of storing, inverting, and computing matrix elements becomes prohibitively large. At high
frequencies, asymptotic techniques such as the geometrical theory of diffraction (GTD) are usualy employed
to derive approximate but accurate solutions [4-21 to 4-23].

Finite Difference Time Domain Method
The Finite Difference Time Domain (FDTD) method is a direct solution of Maxwell's time dependent curl
equations:

oH
x E=- H (5-1)

OE
% H= oFr £—- (5-2)

It uses simple central-difference approximations to eval uate the space and time derivatives [5-1 to 5-7].
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The FDTD method is a time stepping procedure. Inputs are time-sampled analog signals. The region being
modeled is represented by two interleaved grids of discrete points. One grid contains the points at which the
magnetic field is evaluated. The second grid contains the points at which the electric field is evaluated.

A basic element of the FDTD space lattice is illustrated in figure 5-1. Note that each magnetic field vector
component is surrounded by four electric field components. A first-order central-difference approximation can
be expressed as:

Hy
2At

% E,.(t)+ Ey2 (t) - E,(1) _Ey4(t)] = [on.(t +At) —H,, (t _At)] (5-3)

where A is the area of the near face of the cell in figure 5-1. H,, (t + At) is the only unknown in this
eguation, since all other quantities were found in a previous time step. In this way, the electric field values at
time t are used to find the magnetic field values at time t+At. A similar central-difference approximation of
equation (5-2) can then be applied to find the electric field values at time t+2At from the magnetic values at
time t+At. By alternately calculating the electric and magnetic fields at each time step, fields are propagated
throughout the grid.
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Figure 5-1: Basic Element of the FDTD Space Lattice.

Time stepping is continued until a steady state solution or the desired response is obtained. At each time step,
the equations used to update the field components are fully explicit. No system of linear equations must be
solved. The required computer storage and running time is proportional to the electrical size of the volume
being modeled and the grid resolution.

Figure 5-2 illustrates an arbitrary scatterer embedded in a FDTD space lattice. Special absorbing elements are
used at the outer boundary of the lattice in order to prevent unwanted reflexion of signals that reach this
boundary [5-8 to 5-15]. Values of u, € and o assigned to each field component in each cell define the position
and electrical properties of the scatterer. These parameters can have different values for different field
orientations permitting anisotropic materials to be modeled. Their values can aso be adjusted at each time-
step depending on conditions making it easy to model nonlinear materials.
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Figure 5-2: Arbitrarily shaped three-dimensional material scatterer embedded in a FDTD structured space
lattice.

Because the basic elements are cubes, curved surfaces on a scatterer must be staircased. For many
configurations this does not present a problem. However for configurations with sharp, acute edges, an
adequately staircased approximation may require a very small grid size. This can significantly increase the
computational size of the problem. Surface conforming FDTD techniques with non-rectangular elements have
been introduced to combat this problem. One of the more promising of these techniques, which permits each
element in the grid to have an arbitrary shape, is referred to as the Finite-Volume Time-Domain (FVTD)
method [5-16 to 5-29]. Figure 5-3 shows an example of meshing used for FVTD method.

Figure 5-3: Meshing of an airplane.

Frequency domain results can be obtained by applying a discrete Fourier transform to the time domain results.
This requires additional computation, but a wide-band frequency-domain analysis can be obtained by
transforming the system's impul se response.

The FDTD and FVTD methods are widely used for radar cross section anaysis athough they have been
applied to a wide range of EM modeling problems [5-30 to 5-40]. Their primary advantage is their great
flexibility. Arbitrary signal waveforms can be modeled as they propagate through complex configurations of
conductors, dielectrics, and lossy non-linear non-isotropic materials [5-41 to 5-47]. These techniques have
also been developped in the frequency domain [5-48]. Another advantage of these techniques is that they are
readily implemented on massively paralel computers, particularly vector processors and SIMD (single-
instruction-multiple-data) machines.

The only significant disadvantage of this technique, is that the problem size can easily get out of hand for
some configurations. The fineness of the grid is generally determined by the dimensions of the smallest
features that need to be modeled. The volume of the grid must be great enough to encompass the entire object
and most of the near field. Large objects with regions that contain small, complex geometries may require
large, dense grids. When this is the case, other numerical techniques may be much more efficient than the
FDTD or FVTD methods alone : a good approach isto combine the FVTD method with the standard FDTD
method [5-49, 5-50]. Indeed, with the finite-volume method, we can use an unstructured conformal mesh to
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represent the object and its immediate neighborhood with relatively few cells. With the finite-difference
method, we can use a structured mesh for the remaining part of the computational domain and apply an
efficient boundary condition, for example, the PML formalism [5-9, 5-10] which reduces considerably the
number of unknowns. The gain in CPU time can aso be improved for both methods by using a local time
step. For the finite-volume method, the stability condition on the time step leading to a convergent numerical
schemeis:

d O
dt < miing\%m'\/—iID (5-4)
g 2Isig

where ’Vi ‘ is the volume of the cell V;, m isthe number of faces enclosing the cell V; , S is the surface of the

face k, and v is the speed of light in the medium. For the finite-difference scheme of Yee, this condition is
given by :

] O
= . 0
dt < min 5-5
v 1 1 10 (5-5)
+ +
% dx? dy? dz? %

where dx;, dy;, and dz are the lengths of the edges of arectangular cell in the grid.

We observe that the stability criterion for the finite-volume method is generally more restrictive than that for
the finite-difference method. This implies that if we can use the two different time steps for each numerical
scheme, we can expect a reduction in CPU time.

Accuracy and stability of FD solutions

The question of accuracy and stability of numerical methods is extremely important if the solution is to be
reliable and useful. Accuracy has to do with the closeness of the approximate solution to exact solutions
(assuming they exist). Stability is the requirement that the scheme does not increase the magnitude of the
solution with increase in time.

They are three sources of errors that are nearly unavoidable in numerical solution of physical problems:

» Modeling errors,

* Truncation (or discretization) errors,

* Roundoff errors.

Each of these error types will affect accuracy and therefore degrade the solution. The modeling errors are due
to several assumptions made in arriving at the mathematical model. For example, a nonlinear system may be
represented by alinear PDE. Truncation errors arise from the fact that in numerical analysis, we can deal only
with a finite number of terms from processes which are usually described by infinite series. For example, in
deriving finite difference schemes, some higher-order terms in the Taylor series expansion were neglected,
thereby introducing truncation error. Truncation errors may be reduced by using finer meshes, that is, by
reducing the mesh size and time increment. Alternatively, truncation errors may be reduced by using a large
number of terms in the series expansion of derivatives, that is, by using higher-order approximations.
However, care must be exercised in applying higher-order approximations. Instability may result if we apply a
difference equation of an order higher than the PDE being examined. These higher-order difference equations
may introduce "spurious solutions'.

Roundoff errors reflect the fact that computations can be done only with a finite precision on a computer. This
unavoidable source of errors is due to the limited size of registers in the arithmetic unit of the computer.
Roundoff errors can be minimized by the use of double-precision arithmetic. The only way to avoid roundoff
errors completely is to code all operations using integer arithmetic. This is hardly possible in most practical
situations.

Although it has been noted that reducing the mesh size will increase accuracy, it is not possible to indefinitely
reduce the mesh size. Decreasing the truncation error by using a finer mesh may result in increasing the
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roundoff error due to the increased number of arithmetic operations. A point is reached where the minimum
total error occurs for any particular algorithm using any given word length [5-51]. Thisisillustrated in figure
5-4. The concern about accuracy leads us to question whether the finite difference solution can grow
unbounded, a property termed the instability of the difference scheme. A numerical algorithm is said to be
stable if a small error at any stage produces a smaller cumulative error. It is unstable otherwise. The
consequence of instability (producing unbounded solution) is disastrous. To determine whether a finite
difference scheme is stable, we define an error, €', which occurs at time step n, assuming that there is one
independent variable. We define the amplification of this error at time step n+1 as:

£n+1 - ggﬂ (5_6)

where g is known as the amplification factor.
The problems of stability and convergence of finite difference solutions are further discussed in [5-52, 5-53],
while the error estimatesin [5-54].

error

\ . B
round-off 7 discretization
error

mesh size h

Figure 5-4: Error as a function of the mesh size.

Concluding remarks

As noted previoudly, the finite difference method has some inherent advantages and disadvantages. It is
conceptually simple and easy to program. The finite difference approximation to a given PDE is by no means
unique; more accurate expressions can be obtained by employing more elaborate and complicated formulas.
However, the relatively simple approximations may be employed to yield solutions of any specified accuracy
simply by reducing the mesh size provided that the criteriafor stability and convergence are met.

A very important difficulty in finite differencing of PDEs, especially parabolic and hyperbolic types, is that if
one value of the function @ under study is not calculated and therefore set equal to zero by mistake, the
solution may become unstable.

A serious limitation of the finite difference method is that interpolation of some kind must be used to
determine solutions at points not on the grid.

Finite Difference Frequency Domain Method

Although conceptually the Finite Difference Frequency Domain (FDFD) method is similar to the Finite
Difference Time Domain (FDTD) method, from a practical standpoint it is more closely related to the finite
element method. Like FDTD, this technique results from a finite difference approximation of Maxwell's curl
equations. However, in this case the time-harmonic versions of these equations are employed:

x BE=- jouH (6-1)
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(X H= (o+ jweE (6-2)

Since there is no time stepping it is not necessary to keep the mesh spacing uniform. Therefore optima FDFD
meshes generally resemble optima finite element meshes. Like the moment-method and finite-element
techniques, the FDFD technique generates a system of linear equations. The corresponding matrix is sparse
like that of the finite element method.

Although it is conceptually much simpler than the finite element method, very little attention has been devoted
to this technique in the literature. Perhaps this is due to the head start that finite element techniques achieved
in the field of structural mechanics.

There are apparently very few codes available that utilize this technique. A notable exception is the FDFD
module that is included in the GEMACS software marketed by Advanced Electromagnetics [6-1].

Transmission Line Matrix Method

The link between field theory and circuit theory, the major theories on which electrical engineering is based,
has been exploited in developing numerical techniques to solve certain types of partial differential equations
arising in field problems with the aid of equivalent electrical networks. There are three ranges in the frequency
spectrum for which numerical techniques for field problems in general have been developed. In terms of the
wavelenght A and the approximate dimension | of the apparatus, these ranges are:

e\ >>|
A # 1
e A\ <<|.

In the first range, the special analysis techniques are known as circuit theory, in the second, as microwave
theory, and in the third, as geometric optics (frequency independent). Hence the fundamental laws of circuit
can be obtained from Maxwell's equations by applying an approximation valid when A >> |. However, it
should be noted that circuit theory was not developed by approximating Maxwell's equations, but rather was
developed independently from experimentally obtained laws. The connection between circuit theory and
Maxwell's equations (summarizing field theory) is important; it adds to the comprehension of the
fundamentals of electromagnetics. In fact, circuits are mathematical abstractions of physicaly rea fields;
nevertheless, electrical engineers at times feel they understand circuit theory more clearly than fields.

The idea of replacing a complicated electrical system by a simple equivalent circuit goes back to Kirchhoff
and Helmholtz. As aresult of Park's [7-1], Kron's [7-2, 7-3] and Schwinger's [7-4, 7-5] works, the power and
flexibility of equivalent circuits become more obvious to engineers. The recent applications of this idea to
scattering problems, originally dueto Johns[7-6], has made the method more popular and attractive.

TLM basic concepts

The Transmission Line Matrix (TLM) method is similar to the FDTD method in terms of its capabilities, but
its approach is unique. Like FDTD, analysis is performed in the time domain and the entire region of the
analysis is gridded. Instead of interleaving E-field and H-field grids however, a single grid is established and
the nodes of this grid are interconnected by virtual transmission lines. Excitations at the source nodes
propagate to adjacent nodes through these transmission lines at each time step.

The symmetrical condensed node formulation introduced by Johns [7-7] has become the standard for three-
dimensional TLM analysis. The basic structure of the symmetrical condensed node isillustrated in figure 7-1.
Each node is connected to its neighboring nodes by a pair of orthogonaly polarized transmission lines.
Generally, dielectric loading is accomplished by loading nodes with reactive stubs. These stubs are usually
half the length of the mesh spacing and have a characteristic impedance appropriate for the amount of loading
desired. Lossy media can be modeled by introducing loss into the transmission line equations or by loading
the nodes with lossy stubs. Absorbing boundaries are easily constructed in TLM meshes by terminating each
boundary node transmission line with its characteristic impedance.
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Figure 7-1: The Symmetrical Condensed Node.

Like other numerical techniques, the TLM method is a discretization process. Unlike other methods such as
finite difference and finite element methods, which are mathematical discretization approaches, the TLM isa
physical discretization approach. In the TLM, the discretization of a field involves replacing a continuous
system by a network or array of lumped elements. For example, consider the one-dimensional system (a
conducting wire) with no energy storage as in figure 7-2a. The wire can be replaced by a number of lumped
resistors providing a discretized equivalent in figure 7-2b. The discretization of the two-dimensional,

distributed field is shown in figure 7-3.
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Figure 7-2: a) One-dimensional conducting system,
b) Discretized equivalent.
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Figure7-3: a) Two-dimensional conductive sheet,
b) Partially discretized equivalent,
¢) Fully discretized equivalent.



22

The TLM method involves dividing the solution region into a rectangular mesh of transmission lines.
Junctions are formed where the lines cross forming impedance discontinuities. A comparison between the
transmission-line equations and Maxwell's equations allows equivalence to be drawn between voltages and
currents on the lines and electromagnetic fields in the solution region. Thus, the TLM method involves two
basic steps:

* Replacing the field problem by the equivalent network and deriving analogy between the field and network
quantities.

* Solving the equivalent network by iterative methods.

Figure 7-4 represents the dispersion curve of the velocity of waves in atwo-dimensional TLM network. From
this figure, we conclude that the TLM can represent Maxwell’ s equations over the range of frequencies from
zero to the first network cutoff frequency, which occurs at wA/c = 2 or Al/A = Y. Over this range, the
velocity of the waves behaves according to the characteristic of figure 7-4. For frequencies much smaller than

the network cutoff frequency, the propagation velocity approximates to ]/ «/E of the free-space velocity.
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Figure 7-4 : Dispersion of the velocity of wavesin a two-dimensional TLM network.

The dispersion relation for three-dimensional problems can be derived as:

s ngg Eﬁ—lgz 2s nQT%lg (7-1)

wherer represents the normalized propagation velocity (r = u,/c).
Thus for low freguencies (4l/A<0.1), the network propagation velocity in three-dimensional space may be
considered constant and equal to c/2.

Error sources and corrections

Asin al approximate solutions such as the TLM technique, it is important that the error in the final result be
minimal. In the TLM method, four principal sources of error can beidentified:

e Truncation error,

» Coarseness error,

* Velocity error,

» Misalignment error.

Each of these sources of error and ways of minimizing it will be discussed in what follows.

Truncation error
The truncation error is due to the need to truncate the impulse response in time. As a result of the finite
duration of the impulse response, its Fourier transform is not a line spectrum but rather a superposition of
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sinx/x functions, which may interfere with each other and cause a dlight shift in their maxima.The maximum
truncation error isgiven by :

AS 3 .
& T, T N2l (2)

where A is the cutoff wavelength to be calculated. AS is the absolute error in Al/A;, S is the frequency
separation (expressed in terms of Al/A., Acbeing the free-space wavelength) between two neighboring peaks as
shown in figure 7-5, and N is the number of iterations. Equation (7-2) indicates that er decreases with
increasing N and increasing S. It is therefore desirable to make N large and suppress all unwanted modes close
to the desired mode by carefully selecting the input and output points in the TLM mesh. An alternative way of
reducing the truncation error is to use a Hanning window in the Fourier transform [7-8, 7-9].
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Figure 7-5 : Source of truncation error :
a) Truncated output impulse,
b) Resulting truncation error in the frequency domain.

Coarseness error

This occurs when the TLM mesh is too coarse to resolve highly nonuniform fields as can be found at corners
and edges. An obvious solution is to use a finer mesh (A4l - 0), but this would lead to large memory
requirements and there are limits to this refinement. A better approach is to use variable mesh size so that a
higher resolution can be obtained in the nonuniform field region [7-10]. This approach requires more
complicated programming.

Velocity error

This stems from the assumption that propagation velocity in the TLM mesh is the same in al directions and
equal to u, = u/ «/E , where u is the propagation velocity in the medium filling the structure. The assumption
is only valid if the wavelength A, in the TLM mesh is large compared with the mesh size Al (Al/A, <01).
Thus the cutoff freq